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NYU InfoVis Lab
We study and develop interactive visual 
interfaces to help people understand discover 
and communicate information out of complex, 
noisy, and often large data sets.
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DATA MODEL VISUALIZATI
ON



What is the role of Visual Analytics in ML model 
interpretation? How can we use it to enable/improve 
interpretation?

A few thoughts ...



Does it make sense to think of ML techniques as 
being intrinsically more or less interpretable?

Decision Tree CNN
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Model Structure ≠ Model Representation

Transparency of models
Interpretability of representation



Two modalities for model visualization:

White-Box: Visualizing model structure.

Black-Box: Visualizing model behavior.



Three modalities to inspect model behavior:

1. Item(s) to outcome.

2. Single feature to outcome.

3. Multiple features to outcome.

(With training, or hold-out, or simulated data.)



Prospector



Class Signatures



Thanks!

NOTE: Very happy to discuss and learn from you! 
And very eager to establish collaborations.

Enrico Bertini
enrico.bertini@nyu.edu
Twitter: @FILWD
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